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Summary 
When we think of reporting systems, we tend to focus on the part that allows editors to make 

reports to some other party. While this is definitely a focus of any reporting system, it is not the 

only part. A reporting system is a loose assembly of related systems, coming together to convey 

information and facilitate action, with the primary purpose of allowing editors to report 

breaches of policy to a trusted party who can hopefully resolve the issue. Therefore, there are 

many areas for possible improvement outside of just reporting or flagging mechanisms. 

Who is involved? 
For reporting systems, we are concerned with three main groups of users (collectively, 

“involved users”): 

● Moderators, who receive and handle reports. 

● Reporters, who bring reports to moderators. 

● Accused users, against whom reports are made. 

None of these three are mutually exclusive, and we should expect some degree of overlap and 

fluidity between these categories. 

There is a silent fourth group of observers: community members who may not engage in the 

reporting system, but whose feelings of safety, privacy, and belonging will be affected by the 

public-facing aspects of the entire reporting system. 

Formal and informal systems 
Current reporting systems on Wikimedia projects can be categorized as formal or informal. 

Formal systems are codified and supported by policy or code or both, designed to facilitate 

reporting. Examples of formal reporting systems include noticeboards or ArbCom.  

Informal systems are various networks of communication, relationships, code and policy that 

can be repurposed for reporting purposes. Examples of informal systems include private 

off-wiki correspondence, or use of project-affiliated social spaces (e.g. IRC) to report 

misconduct. 
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Formal systems can be useful because they provide an obvious and structured way to bring a 

case to a moderator’s attention. Ideally, formal reporting systems ease the burden of reporting 

cases while upholding important community values when dealing with reports, such as 

maintaining good faith for involved parties and committing to transparency in the way reports 

are handled and documented.  

However, these systems can fail because of their rigidity and slower speed, making them 

unsuitable for emergencies, acute abuse, or particularly complex cases. The specific way in 

which formal reporting systems are set up for a given project may also be open for abuse or 

manipulation. 

Informal systems are much faster and more flexible as they leverage existing relationships to 

reach moderators who could act upon an informal report. Ideally, informal systems can allow 

reporters to discreetly bring cases to moderator attention, especially for more complex cases 

that require speed and discretion. Because they are not bound by the structures of formal 

systems, they can accommodate more edge cases, involve different methods of mediation, and 

come to more complex resolutions.  

However, informal systems are very opaque to those without lots of knowledge or deep 

involvement in the Wiki community. Their existence can also make both involved groups and 

observers uneasy, since they definitionally exist outside of the “official” system, and therefore 

are assumed to be less legitimate and not governed by the same community values. 

On English Wikipedia, our current target of study, all easily-found reporting systems and most 

of the formal reporting system is public; the majority of public reporting spaces require the 

reporter to notify the accused user as a condition of use, which could potentially deter 

reporters from bringing new cases. Informal reporting systems are de facto private channels, 

yet their opacity means they are accessible only to experienced editors. 

Formal and informal systems are not mutually exclusive, and ideally complement each others’ 

strengths and weaknesses. The balance of formal-to-informal reporting system use will differ 

by project, based on their policy, available moderator labor, and project values. Because 

misconduct is a social issue, informal systems are unlikely to ever disappear. Formalizing 
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previously informal networks can also be costly, causing these reporting paths to lose much of 

the flexibility and speed that makes them so advantageous in the first place. 

In short, we must be careful and deliberate if we want to take an aspect currently handled 

primarily in an informal system (private reports) and turn it into a formal system. Any 

reporting system succeeds only with the trust and buy-in of everyone involved. An example of 

a system that has lost the trust of many participants is AN/I, on English Wikipedia. 

Other considerations 

In addition to these reporting systems, there are three major considerations at play: policy, 

values and labour.  

Policies are the social and operation policies put into place in any given project, such as 

English Wikipedia's “standard” 31-hour block length used for a variety of infractions. These are 

the guidelines, best practices, procedures, and rules governing engagement with reporting 

systems, both formal and informal, on a project. 

Values are the moral and social values prized by a given community, which shapes the design 

of reporting systems. Additionally, these social values provide a frame by which the 

community understands the authority and legitimacy of a reporting system in all aspects, from 

its perceived efficacy, to the validity of the outcomes it generates. 

Lastly, labour concerns both the question of who performs the work necessary to keep these 

systems running, as well as the conditions under which that labour is performed. Major issues 

include providing proper support and training, dealing with volunteer retention, and 

managing burnout and other negative impacts of performing this dispute resolution work. 
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Takeaways 
● The actual mechanism of bringing reports to the attention of moderators is only one of 

many areas for potential improvement. 

● Any new system we design must be consistent with existing community values. 

● Be mindful of the ambiguities around the term “harassment”, and difficulties in 

translating the term. 

● Not all reports need to result in a block or other public sanctions. Not all reporters are 

the target of misconduct; reports can be a way to log bad behavior. 
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Who might use these systems? 
For the purposes of reporting system work, we have identified three main categories of users 

who might engage with any potential reporting system. 

Moderators​: these are users who receive, deliberate and act upon reports. Moderators may or 

may not be administrators or other user groups, and this position is not always a named one. 

An administrator who receives and reads noticeboard reports, who concludes them by 

administering formal sanctions such as blocks, is a moderator. Equally, an influential editor 

with no user rights beyond that of any other editor may act as a moderator, receiving informal 

reports and acting upon them by engaging in conversation to reach a conclusion.  

Reporters​: these are users who bring reports to moderators. These users can be, but are not 

necessarily, the direct targets of misconduct or abuse; they could be bystanders, or be accused 

of misconduct themselves.  

Accused users​: these are users who have been named as engaging in misconduct or abusive 

behaviours.  

None of these groups are mutually exclusive. A moderator might be a target of harassment, 

making them a reporter, yet be accused of misconduct and abuse of their power by others. 

Reporters bringing a case to a formal noticeboard may have their behavior scrutinized, in the 

process becoming accused of misconduct themselves. Part of the difficulty of designing a 

reporting system will be accounting for this overlap between involved users. 

These groups do not exist in a one-to-one proportion. Any given report may be handled by any 

number of moderators. The number of moderators will be far smaller than that of accused 

users or reporters. One reporter may report multiple users, and an accused user may be 

reported by multiple people.  As cases develop, other users may be pulled into the case to 

support, comment on, or criticize the other involved users, in which case we could call them 

“peripherally involved users”: not involved in bringing the case to the system, but nevertheless 

now engaged.   
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Formal reporting systems 
Summary 
A formal reporting system is a codified, documented structure or set of structures, 

accompanied by documentation (public or private) and supported with purpose-made 

products, pathways and spaces, whose overall purpose is to assist users who need to make and 

interact with reports. Formal systems do not require reporters to have existing familiarity with 

them, although familiarity will naturally help when navigating formal reporting systems. 

The strengths of formal reporting systems include their purpose-designed nature, such that 

they ideally lower the barrier of participation for engaging in the reporting system, and ease 

the process of reporting generally. Their association with clear documentation both allows 

moderators to better keep track of and deal with reports, and provides a way to set precedents 

and leave traces in cases where a pattern of misconduct emerges. Formal reporting systems 

also lend reports legitimacy by codifying and claiming socially-approved values around 

reporting misconduct and abuse. 

However, formal reporting systems necessarily have to set boundaries about what kind of 

behaviour qualifies as “report-worthy”, which means that they will not capture all dimensions 

of misconduct; the alternative is a system that defines misconduct so broadly as to lose all 

meaning. Formal reporting systems can also be slow as all reports ostensibly must or should go 

through the same process, which may or may not be suitable for a given case. Lastly, a formal 

reporting system must be trusted by all parties engaging in it in order to receive the legitimacy 

it needs to act: a system that is not trusted, whether it be by reporters, accused users, or 

moderators, is a system that will not function.  

It is important to note that a visible and trusted formal reporting system will, by its existence, 

tell the community and any other onlookers whose safety and privacy is prioritized, and in 

what ways.  
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Existing examples 
 

Fig. 1. A non-exhaustive diagram representing the “ideal” path for resolving editor conflict on 

English Wikipedia. ​Accessible on Commons​. 

Figure 1 represents a non-exhaustive look at existing formal reporting systems and structures 

on English Wikipedia. From this diagram, we can see that many private systems double as 

spaces to manage the most serious cases, or otherwise expect some sort of public trail 

documenting previous attempts to compromise or discuss the issue at hand. However, this also 

means that for smaller, low-level disputes that nevertheless require privacy or sensitivity to 

deal with the report, the existing pathways are inadequate. They are also relatively 

unapproachable for newcomers. Secondly, many formal reporting spaces require the reporter 

to notify the accused user as a condition of use. While this helps ensure that all parties are 

informed of the report, putting this burden on the reporter can have a chilling effect, since 
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reporting an incident already represents an escalation. By requiring the reporter to notify the 

accused user, retaliation and escalation is more likely to happen. 

Administrator’s Noticeboard/Incidents 
For more detail, see the ​AN/I survey summary​. 

Commonly abbreviated to AN/I, this is a more general noticeboard nominally for “discussion of 

urgent incidents and chronic, intractable behavioral problems.” Based on conversations with 

en-wiki administrators, as well as the results of our AN/I survey, this noticeboard is best suited 

to clear-cut policy violations. Unfortunately, many chronic and intractable behavioral 

problems have escalated to the point that they are no longer clear-cut. This contributes to the 

perception of AN/I as a “drama board”, or a space where people are not interested in seeking a 

resolution or reaching a compromise so much as they are invested in fighting other users and 

trying to “win” the conversation . Not only does this perception potentially discourage users 1

from using AN/I , it also discourages administrators from becoming involved and trying to 2

resolve open cases . 3

AN/I provides an interesting look at how some values of the en-wiki community, such as the 

desire for transparency and public participation, can clash severely with the needs of 

reporters, accused users and moderators. When faced with clear policy violation, it does allow 

a reporter to bring a quick, clear case to the attention of administrators. However, for complex 

interpersonal conflict, the public nature of the noticeboard, and their relatively unstructured 

nature, makes it extremely difficult to follow a case. This, in turn, makes it extremely difficult 

to resolve a case. 

Specialized noticeboards 
These include boards such as ​edit warring noticeboard​, ​sockpuppet investigations​, and ​other 

specific noticeboards​. Each of these are venues where reporters can bring a claim against an 

accused user for breaking some specific aspect of policy or engaging in misconduct. Since 

1 To the point where one of the redirects to AN/I is WP:Dramaboard. 
2 ​See survey responses. 
3 From conversation at WikiConference NA 2018. 
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content disputes can escalate into conduct disputes, noticeboards that nominally deal in 

content disputes may also become de facto conduct reporting spaces. 

Not as prominent as AN/I, these specialized noticeboards are somewhat cushioned from the 

“drama board” reputation by their focused nature. However, that same focus plus the relatively 

open structure of reporting, and their underlying nature as essentially long talk pages, means 

that they still suffer from some of the same issues as AN/I. Long conversations are difficult to 

follow, archives are grouped only by date (making it potentially difficult to track long-term 

patterns of abuse) and they cannot deal well with cases involving breaches of multiple policies.  

Long-term abuse, and other public logs 
WP:Long-term abuse​ (or LTA) is an example of the documentation to which editors are 

accustomed. It is a truncated list of known long-term disruptive editors, many of whom are 

persistent vandals. Though one of the guidelines for use states that editors should not provide 

“too much info”, to prevent vandals from using LTA as a way to learn bad behaviours, there is 

still a worry that it forms a “wall of fame” for long-term vandals. 

This concern, expressed as ​WP:BEANS​, formed the center of a ​Request for Comment in 2017​, 

which proposed that the current LTA logs be moved to an off-wiki database accessible only to 

trusted users. They came to the conclusion that such a database would be useful, but first, they 

needed to determine how users would qualify as trusted enough to access it. 

As it stands, the LTA page provides public information allowing editors to match patterns of 

abuse they see to known behaviours exhibited by long-term bad faith users. It is also an 

impromptu and non-indicative reporting space, thanks to the reporting template that can be 

seen in Figure 2.  
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Fig. 2. A screenshot of ​WP:Long-term abuse​. Note that there is a template form that serves 
as a form of reporting. 

OTRS 
While OTRS is not meant to be a reporting system, and is not advertised as such, it does 
occasionally handle reports of vandalism or issues with content. The Unblock Ticketing 
Request System, to be used if the regular method of using the ​{{unblock}}​ template on one’s 
talk page is not feasible, is based on OTRS software and allows administrators to view unblock 
requests as tickets. 

Pros and cons 
Based on community consultation , some of the valued features of the existing formal system 4

include : 5

● Transparency in reporting systems, with public documentation for both public and 

private reports. 

● Assumption of good faith for all involved users. 

4 See ​User reporting system § Things to keep​. 
5 This list of “things to keep” relates to the current state of intertwined informal and formal reporting 
systems. 
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● The ability for reporters to influence where and who handles their reports, by picking 

particular reporting spaces. 

● Accountability for moderators.  6

● Retention of local project authority, allowing reports to be dealt with by local 

moderators in their native language. 

Both systems rely on a combination of appeals to existing community values, policies, and 

precedent, as well as a track record of satisfactory outcomes, to earn that trust. For formal 

systems, this trust is earned through adherence to community values both nominally and in 

practice. For informal systems, the strength of the pre-existing relationship and status of the 

moderator or moderators involved is critical.  

   

6 Though this is not defined, we presume this is to do with the ability for the public to see and participate 
in most formal reports in the current system. 
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Informal reporting systems 
Summary 
An informal reporting system would be any ​ad hoc​ system(s) that allow reports to be made to 

authorities, whether or not these systems make use of tools that were meant to facilitate 

reporting. Informal systems strongly rely on the reporter’s familiarity with community values 

and lines of communication. 

The strength of informal systems is that, for knowledgeable reporters, it can be much faster, 

more flexible, and ultimately lead to desired outcomes more efficiently and at lower cost to the 

reporter.  Because they are not constrained in the ways that formal reports are, in terms of how 

a report must be made or the parameters of said report, they allow a reporter to potentially 

have finer control over the reporting process. Informal systems can also paradoxically be 

easier to access for an editor that is well-connected but has had no prior motivation to seek out 

and learn to use formal systems, again because they leverage already-existing relationships.  

However, because the existence of these systems are by nature opaque, they deeply rely on the 

reporter’s social standing and can be extremely difficult for newcomers to these social circles 

to leverage. Additionally, their informal nature means that they are difficult to track and 

measure. The general lack of documentation associated with informal reports also means that 

an informal report may be treated as a discrete event; while this can be advantageous in the 

immediate term, it is detrimental when trying to record patterns of abusive behaviours in the 

longer term. 

Existing examples 
One common mode of informal reporting consists of contacting individual administrators. In 

our ​2018 Wikimania roundtable on harassment​, the three most commonly named channels for 

reporting were IRC, on-wiki talk pages, and email. None of these communication channels are 

designed for reporting misconduct, yet they are clearly being used as ​de facto​ reporting 

systems.  
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However, these informal systems are not just being used to report cases of harassment. One 

common repeated point was that these informal channels allowed them to put reporters at 

ease, helping them talk through their issues and de-escalate or calm down reporters before 

going on to consider next steps. Participants note that they use informal systems to 

communicate to other administrators and see if cases are already being handled elsewhere. 

The participants, who were highly knowledgeable editors, also used these informal systems to 

help reporters navigate the formal system. They showed reporters which channels were most 

appropriate, and which ones to avoid due to inactivity or poor fit. 

Possible improvements 
Some of the most immediate issues of these informal systems is their opacity. Without already 

knowing who to talk to, or existing familiarity with wiki-adjacent social spaces, it is difficult to 

access these informal systems. Secondly, it can be even harder to resolve a dispute in the 

process when that process is informal and, definitionally, somewhat shielded from outside 

eyes. 

The flexible nature of informal systems can also be a flaw, in that it is difficult to ensure a 

consistent process and experience from one report to the next. It is also very difficult to ensure 

that the moderators handling informal reports are adequately supported; if a moderator 

acquires a reputation for being willing to handle complex harassment cases, they may find 

more cases redirected towards them. There is minimal support for moderators handling these 

complex tasks currently. Coupled with the unspoken-yet-common fact of abuse targeted at 

administrators, this can greatly accelerate burnout, paradoxically reducing a project’s ability to 

handle harassment. 
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Other concerns 
One of the social cornerstones of Wikipedia’s reporting system are its policies. These govern 

the procedures for bringing reports, as well as dictate standards on how to conduct conflict 

resolution. Policy, much like the technical systems they complement, are reflections of a 

community’s values and experience in handling this issue, in addition to their most immediate 

value as a guide on how to go about resolving disputes. 

Values are the moral and social values prized by a given community, which shapes the design 

of reporting systems. Additionally, these social values provide a frame by which the 

community understands the authority and legitimacy of a reporting system in all aspects, from 

its perceived efficacy, to the validity of the outcomes it generates. 

 For example, the Wikimedia community highly prizes transparency. For reporting systems, 

this is interpreted as publicly-viewable processes, outcomes, and the identities of the involved 

users. Transparency in this case is not just a design consideration put into place to achieve a 

certain kind of efficiency or mode of operation, but a value to be strived for in the way the 

entire system operates.  

Because the current reporting system aligns with a certain dominant interpretation of 

transparency, the system engenders a feeling of trust from its users. However, we know that 

the same commitment to transparency can be harmful and serves to chill the participation of 

other users who are not properly served by the system as it stands. Our current conundrum is 

the fact that, whatever changes we recommend, it must adhere to these values even as we 

change key features, otherwise it will not be trustworthy. 

Lastly, labour concerns both the question of who performs the work necessary to keep these 

systems running, as well as the conditions under which that labour is performed. 

Administrator retention is a topic of enormous concern to administrators and functionaries, 

and burnout is a persistent spectre hanging over those who perform this mediating and 

moderating work. The volunteer nature of these roles means that there is no financial 

compensation, and little to no training or support. Depending on the size of the project, it can 
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also be isolating work. And, because of the fluidity of categories and the value of objectivity 

across Wikimedia, a moderator who is themself a target of abuse may find it difficult to find 

help, especially if they are part of only a few admins, or are the only active administrator on 

their project.   
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Going forward 
This quick overview of a single project shows that, for projects in which a reporting system 

makes sense, there is plenty of room for improvement along multiple lines. Chief among our 

concerns are the need to support existing workflows and workers, increasing system 

accessibility, investigating the factors affecting reporting system effectiveness, and 

questioning how to measure a reporting system’s effectiveness. 

Whatever products we can make, we must ensure that they are in keeping with community 

values, and are compatible with existing workflows so as to make it easier to adopt. On top of 

that, we want to make sure that we are attentive to labour issues, and consider how to better 

support and train moderators. 

To make a more accessible reporting system, we want to make sure new and existing editors 

can both easily access public and private channels, aimed at dealing with cases of different 

severity. However, we want to make sure that, in making new formal private reporting 

systems, they are still as transparent as is practically feasible. We also want to think of ways to 

make existing reporting spaces easier to find and access, and consider how editors could find 

out about these spaces before a crisis forces them to both learn how to report, while dealing 

with conflict. 

In order to do all of the above, we need to know more about what factors affect reporting 

system effectiveness. Could some design element of the existing system be impacting reporting 

rates, or closure rates? More fundamentally, we must carefully examine what kinds of metrics 

we look at to determine success. Reporting rate is not the same as report quality, or closure 

rates, or the time between first report to first action. The metrics we choose to present as a 

proxy for reporting system success could greatly impact the way we understand harassment, 

going forward. 
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